Machine Learning y rasgos comportamentales en adolescentes: Una revisión sistemática.


Resumen
[bookmark: _GoBack]Durante la última década ha habido un crecimiento exponencial de modelos de inteligencia artificial aplicados a los distintos campos del conocimiento incluida la psicología. Diversos estudios han utilizado dichos modelos con el objetivo de identificar precozmente potenciales riesgos. Sin embargo, pocos estudios enfocados en adolescentes han utilizado dichas técnicas. La presente revisión sistemática utilizó los pasos sugeridos por el modelo Prisma para identificar estudios que aplicaron técnicas de Machine Learning para identificar rasgos comportamentales en adolescentes. Al aplicar los criterios de inclusión y exclusión fueron identificados 5 estudios en las bases de datos PsycNET, PubMed, Scopus, Scielo, Web of Science y Science Direct. Los principales resultados muestran que los algoritmos de Machine learning principalmente utilizados de forma individual o combinada fueron regresión logística (n=4) y Support Vector Machine SVM (n=3) además de otros como Adaboost (n=1) Nested ten-fold crossvalidation (n=1), Random Forest (n=1), Artificial Neural Network ANN (n=1)  y Extreme gradient boosting XGB (n=1). Esta revisión resalta que la utilización de métodos de Machine learning proveen herramientas predictivas confiables tanto o más que los métodos estadísticos tradicionales. Por último, la presente revisión destaca la falta de estudios que utilicen dichas herramientas en el campo de la psicología principalmente en adolescentes. 

Abstract 
During the last decade there has been an exponential growth of artificial intelligence models applied to the different fields of knowledge including psychology. Various studies have used these models in order to identify potential risks early. However, few studies focused on adolescents have used these techniques. This systematic review used the steps suggested by the Prisma model to identify studies that applied Machine Learning techniques to identify behavioral traits in adolescents. When applying the inclusion and exclusion criteria, 5 studies were identified in the PsycNET, PubMed, Scopus, Scielo, Web of Science and Science Direct databases. The main results show that the Machine learning algorithms mainly used individually or in combination, were logistic regression (n = 4) and Support Vector Machine SVM (n = 3) in addition to others such as Adaboost (n = 1) Nested ten-fold crossvalidation (n = 1), Random Forest (n = 1), Artificial Neural Network ANN (n = 1), and Extreme gradient boosting XGB (n = 1). This review highlights that the use of Machine learning methods provide reliable predictive tools as much or even more than the traditional statistical methods. Finally, the present review highlights the lack of studies using these tools in the field of psychology, mainly in adolescents.
Resumo 
Durante a última década, houve um crescimento exponencial de modelos de inteligência artificial aplicados aos diferentes campos do conhecimento, incluindo a psicologia. Vários estudos usaram esses modelos para identificar riscos potenciais precocemente. No entanto, poucos estudos voltados para adolescentes utilizaram essas técnicas. Esta revisão sistemática utilizou as etapas sugeridas pelo modelo de Prisma para identificar estudos que aplicaram técnicas de Machine Learning para identificar traços comportamentais em adolescentes. Ao aplicar os critérios de inclusão e exclusão, cinco estudos foram identificados nas bases de dados PsycNET, PubMed, Scopus, Scielo, Web of Science e Science Direct. Os principais resultados mostram que os algoritmos de Machine learning usados ​​principalmente individualmente ou em combinação, foram regressão logística (n = 4) e Support Vector Machine SVM (n = 3) além de outros como Adaboost (n = 1) Nested ten-fold crossvalidation (n = 1), Random Forest (n = 1), Artificial Neural Network ANN (n = 1) e Extreme gradient boosting XGB (n = 1). Esta revisão destaca que o uso de métodos de Mchine learning fornece ferramentas preditivas confiáveis, tanto ou mais que os métodos estatísticos tradicionais. Por fim, a presente revisão destaca a falta de estudos utilizando essas ferramentas no campo da psicologia, principalmente em adolescentes.


La adolescencia es una de las etapas del ciclo vital que ha captado mayor interés de los investigadores en épocas recientes. Igualmente, la adolescencia es una importante ventana para la adaptación individual, el desarrollo y la búsqueda de oportunidades; sin embargo, es también durante esta etapa que suelen manifestarse diversos trastornos mentales. De esa forma, la adolescencia es considerada una de las fases de mayor complejidad en el proceso evolutivo del ser humano. Además, dicha etapa se caracteriza por estar acompañada de diversas modificaciones tanto biológicas, como conductuales y sociales. Muchas de las problemáticas asociadas con dicha etapa del desarrollo, están asociadas con el manejo de emociones y regulación emocional, las cuales son comúnmente con asociadas con la asunción de riesgos, violencia y conductas antisociales (Gálvez-Nieto, Vera-Bachmann, Trizano-Hermosilla, Polanco & Salvo, 2018; Paus, Keshavan & Giedd, 2008).
En ese sentido, durante la adolescencia las conductas de riesgo tanto voluntarias como involuntarias adoptan características de mayor intensidad y frecuencia (Rosabal García, Romero Muñoz, Gaquín Ramírez, Mérida, & Rosa, 2015). Además, como los adolescentes se encuentran en una fase del ciclo vital donde están todavía madurando emocional y cognitivamente, a menudo no logran manejar dichos procesos adecuadamente y tienen un mayor riesgo de desarrollar trastornos psicológicos, emocionales o psicopatologías (Silk, Steinberg & Morris, 2003; Steinberg 2005; Volkaert, Wante, Van Beveren, et al. 2020).
Comúnmente se entiende que la forma en que un adolescente actúa en una situación dada es el resultado final de una serie de procesos socio-cognitivos (Crick y Dodge, 1994; Galvez-Nieto, et al. 2018). Un paso crítico en este proceso es la etapa de toma de decisión, durante la cual los adolescentes evalúan y seleccionan una respuesta de una serie de posibles respuestas que identifican previamente. La evaluación de las respuestas está guiada por factores que incluyen valores internalizados, resultados anticipados y la expectativa de que una respuesta alcance el resultado esperado (Farrell & Bettencourt, 2020; Fontaine & Dodge, 2006).
Se sabe que aproximadamente el 20% de los adolescentes en todo el mundo experimentan problemas relacionados con la salud mental que incluyen depresión, consumo de sustancias, violencia y suicidio (McLoughlin, Gould & Malone, 2015; Patel, Flisher, Hetrick, & McGorry, 2007). De esa manera, cada vez hay más evidencias de que los trastornos de ansiedad en niños y adolescentes aparecen concomitantemente con otros trastornos tanto internalizantes como externalizantes. Además, la literatura señala que si estos trastornos no se identifican de manera prematura y se abordan de manera efectiva, pueden potencialmente volverse crónicos y sus consecuencias en la edad adulta son notables y en algunos casos difícilmente tratables (Ahulu, Gyasi-Gyamerah & Anum, 2020; Cummings, Caporino & Kendall, 2014; McLeod, Horwood & Fergusson, 2016; Pine, Cohen, Gurley , Brook & Ma, 1998; Essau, Lewinsohn, Lim, Moon-ho & Rohde, 2018).

Con el fin de disminuir potenciales riesgos en el largo plazo, diversos autores han propuesto la elaboración de programas de prevención. En ese sentido las evidencias muestran que las campañas de prevención son especialmente útiles cuando se diseñan para grupos identificados específicamente. Particularmente los adolescentes que experimentan desafíos propios de la edad (como cambios físicos y emocionales y presión de grupo) pueden beneficiarse de estrategias de prevención adaptadas a determinadas situaciones específicas (Braun, Till, Pirkis, & Niederkrotenthaler, 2020; Van der Feltz-Cornelis et al., 2011; Wasserman et al., 2009). Sin embargo, inclusive en países del llamado primer mundo, a pesar de la creciente evidencia de la efectividad de las intervenciones de salud mental y de los programas de prevención, entre el 70% y 80% de los niños y jóvenes que experimentan dificultades de salud mental carecen de acceso a apoyo o tratamientos (Celofas, 2020; Farrell y Barrett, 2007). 
En conjunto con los programas de prevención, se considera indispensable identificar de manera precoz potenciales dificultades que pueden interferir en el desarrollo pleno de las personas.  De esa manera diversos abordajes estadísticos tradicionales han buscado ofrecer algún tipo de respuesta estas necesidades. De esa manera y con el avance de la ciencia y específicamente de las ciencias computacionales, el Machine Learning ha experimentado un crecimiento exponencial ya que su aplicación abarca muchas de las áreas del conocimiento humano. Sin embargo, en el campo de la investigación en las ciencias psicológicas su uso es aún exiguo a pesar de mostrar su utilidad en diversos estudios (Kim, Sharma, & Ryan, 2015; Morrow, Campos Vega, Zhao, et al., 2020; Sansone, 2019). 
Machine Learning se define como un conjunto de métodos propios de la inteligencia artificial, los cuales permiten a las máquinas (algoritmos) aprender con base en la experiencia. De esa manera los algoritmos aprenden sin haber sido previamente programados. En ese sentido, los métodos de Machine Learning permiten identificar predictores utilizando un número limitado de variables y que además suelen ser demasiado sutiles y poco identificables para otros métodos estadísticos tradicionales (Luca, Kleinberg, & Mullainathan, 2016; Morrow, Campos Vega, Zhao, et al., 2020; Sansone, 2019).
De esa manera, saber que la información es extremadamente valiosa y ayuda a los tomadores de decisiones a no sólo hacer mejor uso de los recursos sino además a priorizar los esfuerzos insumos en cada intervención. Por lo tanto, saber qué características contribuyen en determinadas características, principalmente las que representan riesgos para los adolescentes puede alertar a los padres, personal a cargo o a las autoridades, sobre cuáles serían potencialmente las intervenciones más beneficiosas para dichos jóvenes (Aguiar, Lakkaraju, Bhanpuri, Miller, Yuhas, & Addison, 2015).
De esa manera el presente estudio busca en primer lugar, resaltar la importancia y el evidente crecimiento de modelos de inteligencia artificial aplicados en el campo de la investigación en psicología, particularmente en el trabajo preventivo y de identificación de factores de riesgo a los cuales están expuestos los jóvenes y adolescentes. Además, tomando en cuenta que según el conocimiento de los autores hasta la presente fecha no existe otro tipo de estudios de revisión sistemática que hayan analizado dichos abordajes de Machine Learning aplicados en el campo de la psicología y específicamente en adolescentes. 

Método 
Para la realización del presente estudio, se optó por la elaboración de una revisión sistemática de literatura siguiendo el modelo PRISMA (Preferred Reporting Items for Systematic Review and Meta-Analyses; Moher, Liberati, Tetzlaff, & Altman, 2009).
Recolección de datos 
Inicialmente se hizo uso de los diccionarios de términos Mesh (PubMed) y Thesaurus (PsycNet) para dar mayor sensibilidad a la búsqueda. La Recolección de datos de datos se realizó por medio de una búsqueda online para la selección de las principales producciones científicas nacionales e internacionales utilizando los siguientes descriptores: "machine learning" OR "deep learning" AND "Adolescent behavior" OR "adolescent behaviors". Las bases de datos consultadas en la presente revisión fueron: PsycNET, US National Library of Medicine and National Institutes of Health (PubMed), Scopus, Scientific Electronic Library On-line (Scielo), Web of Science y Science Direct. La búsqueda de los artículos se realizó en noviembre de 2019 y fueron analizados por tres jueces independientes. 
Criterios para la selección de los artículos 
Se tomó en cuenta como criterios de elegibilidad que fuesen estudios que analizaron rasgos de conducta o emocionales en adolescentes y que al mismo tiempo dichos rasgos fueran analizados utilizando métodos predictivos de Machine Learning o inteligencia artificial. En ese sentido existe evidencia que, a pesar del avance en la identificación de condiciones psicológicas y emocionales, existe aún una evidente carencia en identificar rasgos predictivos para dichas conductas (Franklin et al. 2017). 

	En la presente revisión se tomó como criterio de exclusión documentos como libros, tesis, artículos de opinión, reseñas, revisiones sistemáticas, revisiones de literatura, comentarios, anales e informes. Además, se excluyó artículos que a pesar de haber evaluado adolescentes aplicando modelos de Machine Learning lo hicieron con condiciones físicas o psiquiátricas como autismo, daño cerebral y enfermedades mentales. A lo largo del proceso se excluyó inicialmente artículos que no mostrasen en el título alguna de las palabras clave previamente establecidas para la búsqueda. Posteriormente los tres jueces evaluadores realizaron una lectura pormenorizada de los resúmenes, buscando identificar estudios que a pesar de incluir las palabras clave en el título no coincidían con los objetivos propuestos en la presente revisión o en algunos casos no se enmarcaban en la metodología que la presente investigación buscó identificar.


Resultados 
La búsqueda preliminar identificó 231 estudios potencialmente útiles. Fueron encontrados 2 en la base PsycNET, 129 en la base Pubmed, 9 en Scopus, 88 en Web of Science, 2 en Scielo y 1 en Science Direct.  Luego del proceso de análisis y lectura detallada fueron incluidos 5 estudios. La figura 1 muestra un flujograma que detalla el proceso de identificación y selección de los artículos analizados.
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Figura 1. Flujograma de la sistematización de la revisión


La tabla 1 muestra una síntesis de las principales características de los estudios seleccionados y analizados. Para tener una mejor referencia y ubicarlos con mayor facilidad a lo largo del manuscrito, los mismos fueron clasificados con números ordinales (1,2,3, etc..). De esa manera, después de una síntesis detallada de los 176 artículos encontrados, solamente 5 estudios respondieron a los criterios de inclusión planteados en la presente revisión.  


Es importante destacar que de los 5 estudios analizados 3 estudios (1,3 y 5) realizaron resaltaron abiertamente una comparación entre métodos estadísticos tradicionales o análisis clinicos con abordajes de Machine Learning, en todos los casos los autores resaltan el alto nivel de confiabilidad que las técnicas de Machine Leraning mostraron por encima de los métodos estadísticos o clínicos tradicionales.  

Por otro lado, aunque la literatura muestra que existen diversos algoritmos comúnmente utilizados en estudios de investigación en psicología, pudo notarse que el conjunto de algoritmos de aprendizaje supervisado denominado regresión logística (n=4), que, aunque es conocido como una técnica estadística tradicional, es al mismo tiempo uno de los algoritmos de Machine Learning de naturaleza bianaria más utilizados para la clasificación de datos. Por su parte el segundo conjunto de algoritmos más utilizados fue el Support Vector Machine SVM (n=3), el cual probablemente fue utilizado en diversos estudios por su capacidad para resolver tareas de clasificación a partir de una serie de datos o muestras que posteriormente generará nuevos resultados o muestras.   
[bookmark: _Hlk43892989]Otros algoritmos utilizados en los estudios de la presente revisión fueron Adaboost (n=1), el modelo de validación cruzada anidada Nested ten-fold crossvalidation (n=1), Bosques aleatorios o Random Forest (n=1), Artificial Neural Network ANN (n=1) y Extreme gradient boosting XGB (n=1).  Dichos algoritmos fueron utilizados como complemento de los algoritmos antes mencionados y los cuales además tienen la característica de ser modelos predictivos de clasificación estadística escalonada. 
[bookmark: _Hlk41825084]Siguiendo con los aspectos metodológicos, un elemento que llama la atención es el hecho que, de todos los estudios analizados, únicamente uno (estudio 2) hizo uso de grupo experimental y grupo control, mientras que los restantes cuatro estudios no lo hicieron.  El único estudio que utilizó grupo experimental y control tuvo como objetivo identificar posible riesgo suicida a través de la identificación de patrones verbales y no verbales tanto en jóvenes con tendencia suicida (dentro de los que se seleccionó a jóvenes con un solo intento y jóvenes con más de un intento) como en jóvenes sin dicha tendencia (Venek, Scherer,  Morency & Pestian, 2017). 

Respecto del contexto donde se realizó los estudios pudo identificarse que todos fueron realizados en países del denominado primero mundo, siendo los Estados Unidos de América el país con mayor número de publicaciones (n=3) país que cuenta además con una coparticipación en el estudio realizado a nivel nacional en Iralanda (n=1), finalmente el tercer país y quinto estudio analizado fue realizado por investigadores de Korea del Sur (n=1). 
[bookmark: _Hlk43894023]Retomando elementos metodológicos observados en los estudios analizados, pudo observarse que sólo el estudio de Venek, Scherer, Morency & Pestian (2017) utilizó una muestra menor de cien participantes, específicamente dicho estudió analizó a 30 estudiantes en el grupo experimental y 30 en el grupo control. Puede observarse además que la mayoría de los estudios analizó muestras extensas de participantes, considerando que dos de los cinco estudios investigó muestras nacionales de adolescentes, por ejemplo, el estudio 4 de Fitzgerald, Mac Giollabhui, Dolphin, Whelan & Dooley (2018) en Irlanda analizó 6,062 adolescentes que conformaron una muestra de las 732 escuelas de secundaria del territorio Irlandés. Por su parte el estudio 5 realizado en Korea del Sur por Jung, Park, Kim, Na, Kim, & Kim (2019) fue el estudio con la mayor muestra de participantes analizados con 59,984 adolescentes que participaron respondiendo a la encuesta nacional de conductas de riesgo para jóvenes.  Otra característica que vale la pena destacar es que todos los estudios analizaron muestras mixtas respecto del sexo de los participantes. Sin embargo aunque de manera marginal la mayoría de estudios analizó muestras predominantemente de mujeres   (Barzman,  Ni,  Griffey,  Bachtel,  Lin,  Jackson,  ... & DelBello, 2018; Bi,  Sun,  Wu, Tennen & Areli, 2013; Jung, Park, Kim, Na, Kim & Kim, 2019), un estudio analizó una muestra predominantemente de hombres (Fitzgerald, Mac Giollabhui, Dolphin, Whelan & Dooley, 2018), mientras que un estudio analizó el mismo número de participantes hombres y mujeres (Venek, Scherer,  Morency & Pestian, 2017). Es oportuno destacar que se incluyó el estudio de Bi, Sun,  Wu, Tennen & Areli (2013) a pesar de haber analizado una muestra de estudiantes de los años iniciales de universidad, considerando que según la Organización Mundial de la Salud (2014) la adolescencia comprende el período de desarrollo humano que marca la transición entre la niñez y la vida adulta y que suele observarse entre los 10 y 19 años de edad.  Finalmente, a pesar del avance de la inteligencia artificial y Machine Learning, se hace evidente la falta de estudios que utilicen dichas herramientas en el campo de la psicología, principalmente en etapas iniciales del ciclo vital como es la adolescencia. 


Tabla 1.
Principales características de los estudios seleccionados
	Numero 
	Título y Autor 
	Objetivos 
	Tipo de estudio y método
	País y año   
	Partcipantes  
	Principales resultados 

	1
	A Machine Learning Approach to College Drinking Prediction and Risk Factor Identification/ 
Bi, J., Sun, J., Wu, Y., Tennen, H., & Armeli, S.
	Analizar datos recolectados previamente y que pudieran ofrecer información para la identificación de patrones e hipótesis de problemas asociados al consumo de alcohol en jóvenes. 
	Estudio longitudinal que utilizó regresión logística y Support Vector Machine (SVM) como complemento para el análisis de los resultados.
	EEUU/ 2013 
	530 estudiantes universitarios matriculados en el curso de introducción a la psicología en
la Universidad de Connecticut que reportaron haber bebido alcohol al menos dos veces en el
el ultimo mes.  
	El estudio resalta que abordajes de Machine Learning ofrecen mejor capacidad de generalización y mayor capacidad predictiva al ser comparados con modelos tradicionales como el análisis de regresión logística.  

	2
	[bookmark: _Hlk41812971][bookmark: _Hlk41664124]Adolescent Suicidal Risk Assessment in Clinician-Patient Interaction / Venek, V., Scherer, S., Morency, L. P., & Pestian, J.
	A través de las características de la conversación, información verbal, no verbal y acústica, buscar segmentar a los participantes adolescentes en: no suicidas, suicidas y suicidas con más de un intento. 
	Estudio transversal. Utilizó inicialmente Análisis de Varianza y posteriormente el algoritmo de clasificación Support Vector Machine (SVM), para mejorar el desempeño de los datos se utilizó el algoritmo AdaBoost. 
	EEUU/2017
	30 adolescentes que habían acudido al servicio de urgencias con tendencias suicidas y 30 sin tendencias suicidas.
De los cuales 13 habían tenido más de un intento y 17 con un solo intento. 
	Algunos de los resultados relevantes: Adolescentes suicidas suelen utilizar con mayor frecuencia el pronombre YO, las sesiones suelen durar más y las pausas o silencios suelen ser más prolongados respecto de los adolescentes no suicidas. 

	3
	Automated Risk Assessment for School Violence: a Pilot Study / Barzman, D., Ni, Y., Griffey, M., Bachtel, A., Lin, K., Jackson, H., ... & DelBello,
	Por medio de entrevistas y las escalas de medición de riesgo de violencia escolar adaptadas previamente por los autores (Brief Rating of Aggression by Children and Adolescents BRACHA, School Safety Scale SSS y el  Psychiatric Intake Response Center PIRC), identificar patrones del lenguaje y juicio asociados a la violencia escolar. 
	[bookmark: _Hlk41858813]Estudio transversal que utilizó análisis estadísticos tradicionales como Chi cuadrado, correlación de Pearson. Con las entrevistas transcritas, se usó un algoritmo de regresión logística multivariante con normalización L2, para entrenar y validar el modelo se usó un modelo de validación cruzada anidada (Nested ten-fold crossvalidation).
	EEUU/2018
	103 estudiantes de secundaria y preparatoria que provenían de 74 escuelas
de Ohio, Kentucky, Indiana y Tennessee.
	Tanto la escala BRACHA como la escala SSS identificaron riesgo de agresión hacia los otros, pero no de autoagresión entre los adolescentes. Con el contenido
de entrevistas transcritas, el algoritmo de regresión logística multivariante con normalización L2 sugiere 
que podría ayudar a minimizar la subjetividad clínica y maximizar la 
validez predictiva en la práctica clínica. El algoritmo de Machine Learning fue preciso 
al medir el riesgo de violencia escolar en comparación con los juicios clínicos realizados
por el psiquiatra forense. 


	4
	Dissociable psychosocial profiles of adolescent substance users / Fitzgerald, A., Mac Giollabhui, N., Dolphin, L., Whelan, R., & Dooley, B.

	El objetivo del estudio fue
examinar el papel del individuo, la familia, la escuela, los compañeros y el entorno social sobre el uso de alcohol, tabaco y cannabis. 
	Estudio transveral (datos recolectados entre febrero y octubre de 2011). Se usaron medidas de autoinforme con un solo ítem y los datos fueron analizados usando regresión logística con la regularización Elastic Net. 
	Irlanda/2018 
	6,062 estudiantes de una muestra de las 732 escuelas secundarias en Irlanda.
	Los perfiles de consumo de alcohol se destacan por la contribución de múltiples dominios (Individuales, familiares, escolares y sociales). En contraste, el consumo de tabaco se caracterizó por un pequeño número de variables individuales, incluido el ser mujer y tener una baja auto percepción académica. El consumo de cannabis mostró principalmente la contribución de
Factores de riesgo individuales, en particular ser hombre y experimentar sentimientos de ira. 

	5
	Prediction models for high risk of suicide in Korean adolescents using machine learning techniques / Jung, J. S., Park, S. J., Kim, E. Y., Na, K. S., Kim, Y. J., & Kim, K. G 
	Desarrollar un modelo de predicción con base en técnicas de Machine Learning para identificar a adolescentes en alto riesgo de suicidio (jóvenes con ideación o tentativas suicidas).
	El proceso de clasificación se realizó utilizando técnicas Machine Learning como regresión logística (LR), Random Forest (RF), Support Vector Machine (SVM), Artificial Neural Network
(ANN) y Extreme gradient boosting (XGB).
	Korea/2019 
	Se evaluó a 59,984 adolescentes por medio de un conjunto de datos tomados de la Encuesta nacional basada en la conducta de riesgo juvenil de Korea.
(KYRBWS). 
	12.4% de los adolescentes manifestaron ideación y tentativas suicidas. Los principales factores asociados son la tristeza, la violencia, consumo de sustancias y estrés. La pre cisión de los algoritmos de Machine Learning fueron comparables con la regresión logística, de esos algoritmos con mejor desempeñoo fueron el extreme gradient boosting (XGB) seguido del Support Vector Machine (SVM ). 






Discusión 
El objetivo central del presente estudio fue identificar estudios que utilizasen técnicas o métodos de Machine Learning para la identificación precoz de diversas condiciones relacionadas con adolescentes. De esa manera, fue posible identificar elementos comunes dentro de los estudios analizados en la presente revisión, de esa manera y de acuerdo con los objetivos y metodologia utilizadas la presente discusión será presentada conforme esas subcategorías identificadas para mejor organización de la información recabada. 

Artículos que analizaron consumo de sustancias de manera prospectiva 
De acuerdo con los datos presentados en la tabla 1 dos de los estudios analizaron características comportamentales y hábitos de consumo de alcohol, cannabis y otras drogas en adolescentes, siendo estos el estudio 1 y el 4 (Bi, Sun,  Wu, Tennen & Areli, 2013; Fitzgerald, Mac Giollabhui, Dolphin, Whelan & Dooley, 2018).  De esa manera el estudio 1 mostró como resultados que dentro de los factores que predicen consumo excesivo en adolescentes hombres se encuentra el deseo de sentirse más competentes, así como el hecho de competir por beber más. Para los adolescentes hombres que beben moderadamente se observó que uno de los principales motivadores para beber es disminuir la ansiedad social. Por su parte para las adolescentes mujeres que reportaron altos niveles de consumo se observó que la ansiedad, la ansiedad social y la búsqueda de nuevas sensaciones fueron los principales incentivadores para consumir altas cantidades de alcohol. Por su parte el estudio de Fitzgerald, Mac Giollabhui, Dolphin, Whelan & Dooley (2018) resalta que para el consumo de alcohol intervienen múltiples variables predictoras como la red de amigos, familia desintegrada, vivir en área rural, experimentar rabia y la ruptura de relacionamientos amorosos. Mientras tanto, el consumo de tabaco fue explicado por el pobre desempeño académico como principal variable predictora. Finalmente, para el consumo de cannabis las variables sexo masculino, vivir en área urbana y pobre manejo de la ira se perfilaron como las principales variables predictoras. De esa manera estos estudios corroboran algunos elementos mostrados en previas investigaciones las cuales demostraron que el consumo temprano de alcohol y drogas suele ser un importante predictor del consumo abusivo de sustancias durante la vida adulta. Además, coincide y robustece lo dicho por otros autores quienes resaltan la importancia que algunos rasgos comportamentales tienen en el inicio del consumo de sustancias como el pobre manejo de emociones, la presión social y y dificultades de tipo social o familiar (Montes, Witkiewitz, Pearson y  Leventhal, 2019; Riley, Rukavina& Smith, 2016). 

Artículos que analizaron potenciales conductas suicidas de manera prospectiva 
Otra categoría observada dentro de los estudios detallados está relacionada con otra conducta de riesgo, en este caso ideación o tentativas suicidas en adolescentes. Así, las investigaciones dos y cinco analizaron dicho fenómeno (Jung, Park, Kim, Na, Kim & Kim, 2019; Venek, Scherer, Morency & Pestian, 2017). En ese sentido el estudio realizado por Venek, Scherer, Morency & Pestian (2017) buscó a través los datos del comportamiento verbal y no verbal durante la interacción paciente-terapeuta comparar e identificar rasgos comunes en adolescentes con tendencias y suicidas y no suicidas. Así algunos elementos relevantes identificados a través de la clasificación realizada por el algoritmo Support Vector Machine (SPV) son por ejemplo el hecho que la intervención verba del clínico suele ser menor durante la entrevista, sin embargo, dicha entrevista tiende a ser más extensa en duración; además se evidenció que el terapeuta interrumpe significativamente menos a pacientes con rasgos o histórico de intentos suicidas, comparado con adolescentes no suicidas.  Mientras tanto, los pacientes con tendencias suicidas repetían con mayor frecuencia el pronombre personal “yo” e hicieron referencia en menos ocasiones a emociones positivas. En ese sentido, aunque diversos estudios relacionados con riesgo o tentativas suicidas coinciden en resaltar la importancia de rasgos individuales como dificultad en el manejo de emociones, estrés, depresión o ansiedad existen también variables contextuales que deben ser analizadas como por ejemplo el hecho de pertenecer a algún grupo minoritario ya sea por orientación sexual, racial o económica.  (Jakobsen, Larsen, & Horwood, 2017; Smith, Wang, CarterFox, & Hooley, 2020). De esa manera los estudios analizados en la presente revisión sistemática profundizan principalmente en fenómenos individuales, pero parecen carecer de profundidad al analizar fenómenos contextuales y es en ese contexto donde los modelos de Inteligencia artificial y Machine Learning pueden representar un avance en la investigación de procesos psicológicos, considerando su robustez para analizar complejas, diversas y amplias cantidades de variables y datos. 

Por otro lado, aunque únicamente un estudio abordó el tema de violencia escolar con modelos de Machine Learning, los autores de la presente revisión consideran importante identificarla como una categoría relevante, tomando en cuenta la importancia del fenómeno y lo incipiente de las producciones académcas que han utilizado dichos métodos de análisis hasta la fecha. Así el estudio realizado por Barzman, et. al (2018) resalta la importancia de reducir la subjetividad en los modelos de predicción aumentando la validez predictiva en los estudios prospectivos de investigación. Aunque los autores resaltan la precisión de los datos analizados con los algoritmos de Machine Learning utlizados (Regresión logística y Nested ten-fold crossvalidation), algunos de los resultados parecen ser contradictorios con lo observado predominantemente en la literatura sobre violencia escolar, al referir que la raza no está asociada con violencia escolar y que en ese sentido los ingresos económicos suelen explicar con más claridad el fenómeno. Otro elemento que llama la atención y parece contradecir de igual manera lo observado en estudios previos es el sexo y los actos de violencia escolar, considerando que la mayoría de los estudios apuntan a que el hecho de ser hombre es una variable comúnmente asociada con el hecho de ser víctima-victimario en los procesos de violencia escolar (Brewer, Thomas, & Higdon, 2018; Kim, Sanders, Makubuya & Yu, 2020).  
Finalmente, aunque queda claro que la aplicación de abordajes de inteligencia artificial y Machine learning son insuficientes para explicar la complejidad de los fenómenos psicológicos, es también importante destacar que su utilización  en las diversas ramas de las ciencias psicológicas abre las puertas para más eficaces formas de identificación de fenómenos, los cuales al ser identificados precozmente pueden contribuir a implementar acciones preventivas más precisas y oportunas.
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